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3.2: Using Matrices to Solve Systems of Equations

Definition 1. A linear equation in n variables z,, 2o, . .., z, is of the form

1T + QT2+ -+ + A2, = br

where a,, ..., a,, bare constants. Again, thenumbersay, ..., a, are the coeflicients
for the variables z, ..., z,, respectively.

Remark 1: When the number of variables is small (< 3), we usually let
Ty =&, Ts =y, and 3 = z.

Definition 2. A matrix is a rectangular array of numbers. The augmented matrix
of a system of linear equations is the matrix whose rows are the coefficient rows
of the equations.

Example 1. Consider the system of equations
t+y=3, z-y=1

The augmented matrix of the system is given by
1 1 3
1 -1 1|°

Elementary Row Operations. When dealing with an augmented matrix,
the rows become representative of the equations themselves. So multiplying,
adding or switching the orders of rows is the same as multiplying, adding or
switching the orders of the equations they represent. In this way, we can.use
the augniented matrix to solve a system of equations.
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Grauss - Jordam Decompositton:
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Example 2. Use the Gauss-Jordan Reduction of the angmented matrix to
solve the system

=y 8z = -6
dz+3y— 2= 10
T+3y + 2z = 5.
ﬂuﬂm'}'(ol Mdt+r:x \
-1 s 6 307 -4
(% %"’,!0) o 3-% 14
b3 2 s o o |~
R‘z_ lzz-gk‘ Rl ]R|'7E3
K .- K, R R, +§K
3 \/ % k4 \, 2 3
L -us -6 [3 0o '3
) 645"&8 o 306
o -3 14 kocou"—l
Rz l"ig'z. K, éf'
\/ K= \/'-_:'Kz
["“SE"’\ 0o !l
o 3"3'1“‘ } L) (o 1 2
\ o 4-31y / (
Et }SR'{‘R-L @Ol ‘—(
Ry || 3Re-HiR: Ths  wzl, =2 and 2:-].
!
5 077 ‘-L' i SO
(Og”g“q> The selation
© 0 131-213 CX‘Y'?> (1,2,-1)
Ry | ks
\/
Cackto P

5 & Column C



